
22. Free energies

22.6. Adaptively biased MD, steered MD, and umbrella sampling with
REMD

22.6.1. Overview

The following describes a suite of modules useful for the calculation of the free energy associated with a reaction
coordinate σ(r1, . . . ,rN) (which is defined as a smooth function of the atomic positions r1, . . . ,rN):

f (ξ ) =−kBT ln
〈
δ [ξ −σ(r1, . . . ,rN)]

〉
,

(the angular brackets denote an ensemble average, kB is the Boltzmann constant and T is the temperature) that is
also frequently referred to as the potential of mean force.

Specifically, new frameworks are provided for equilibrium umbrella sampling and steered molecular dynamics
that enhance the functionality delivered by earlier implementations (described earlier in this manual), along with a
new Adaptively Biased Molecular Dynamics (ABMD) method [432] that belongs to the general category of umbrella
sampling methods with a time-dependent potential. Such methods were first introduced by Huber, Torda and van
Gunsteren (the Local Elevation Method [433]) in the molecular dynamics (MD) context, and by Wang and Landau
in the context of Monte Carlo simulations [434]. More recent approaches include the metadynamics method [435,
436]. All these methods estimate the free energy of a reaction coordinate from an evolving ensemble of realizations,
and use that estimate to bias the system dynamics to flatten an effective free energy surface. Collectively, these
methods may all be considered to be umbrella sampling methods with an evolving potential. The algorithms
discussed here were developed by the group of Prof. Celeste Sagui (sagui@ncsu.edu) and Prof. Christopher
Roland (cmroland@ncsu.edu); the current version was implemented by Dr. Volodymyr Babin.

The ABMD method grew out of attempts to speed up and streamline the metadynamics method for free energy
calculations with a controllable accuracy. It is characterized by a favorable scaling in time, and only a few (two)
control parameters. It is formulated in terms of the following equations:

ma
d2ra

dt2 = Fa +
∂

∂ra
U
[
t|σ (r1, . . . ,rN)

]
,

∂U(t|ξ )
∂ t

=
kBT
τF

G
[
ξ −σ (r1, . . . ,rN)

]
,

where the first equation represents Newton’s law that governs ordinary MD (temperature and pressure regulation
terms are not shown) augmented with an additional force coming from the time dependent biasing potential U(t|ξ )
[U(t = 0|ξ ) = 0], whose time evolution is given by the second equation. G(ξ ) is a positive definite and symmetric
kernel, which may be thought of as a smoothed Dirac delta function. For large enough τF (the flooding timescale)
and small kernel width, the biasing potential U(t|ξ ) converges towards − f (ξ ) as t→ ∞.

Our numerical implementation of the ABMD method involves the use of a bi-weight kernel along with the use of
cubic B-splines (or products thereof) to discretize the biasing potential U(t|ξ ) w.r.t. ξ , and an Euler-like scheme for
time integration. ABMD admits two important extensions, which lead to a more uniform flattening of U(t|ξ )+ f (ξ )
due to an improved sampling of the “evolving” canonical distribution. The first extension is identical in spirit to
the multiple walkers metadynamics [437, 438]. It amounts to carrying out several different MD simulations biased
by the same U(t|ξ ), which evolves via:

∂U(t|ξ )
∂ t

=
kBT
τF

∑
α

G
[
ξ −σ (rα

1 , . . . ,r
α
N)
]
,

where α labels different MD trajectories. A second extension is to gather several different MD trajectories, each
bearing its own biasing potential and, if desired, its own distinct collective variable, into a generalized ensemble
for “replica exchange” with modified “exchange” rules [439–441]. Both extensions are advantageous and lead to
a more uniform flattening of U(t|ξ )+ f (ξ ).

In order to assess and improve the accuracy of the free energies, the ABMD accumulations may need to be followed
up with equilibrium umbrella sampling runs, which make use of the biasing potential U(t|ξ ) as is. Such a procedure
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22.6. Adaptively biased MD, steered MD, and umbrella sampling with REMD

is very much in the spirit of adaptive umbrella sampling. With these runs, one calculates the biased probability
density:

pB(ξ ) =
〈
δ [ξ −σ(r1, . . . ,rN)]

〉
B.

The idea here is that if, as a result of an ABMD run, f (ξ )+U(t|ξ ) = 0 exactly, then the biased probability density
pB(ξ ) would be flat (constant). In practice, this is typically not the case, but one can use pB(ξ ) to “correct” the
free energy via:

f (ξ ) =−U(ξ )− kBT ln pB(ξ ).

With the ABMD procedure, one can obtain accurate free energy curves and equilibrium properties. We note that
to obtain ABMD free energies requires a (minor) amount of post-processing by means of the nfe-umbrella-slice
utility freely available in AmberTools as described in Subsection 22.6.7. This methodology has been applied to
a variety of biomolecular systems, including small peptides [432, 442, 443], sugar puckering [444], polyproline
systems [445–447], guest-host systems [448, 449], polyglutamine systems [450, 451], and DNA systems [452]. In
addition, SMD simulations (discussed below) have been used to examine transition pathways and mechanisms, to
estimate free energy differences [446, 453], and to calculate transition rates [454–456].

While the above represents the basic ABMD implementation, AMBER 16 introduces two additional algorithms
– the Well-Tempered (WT) ABMD and a selection mechanism for multiple walker ABMD – both of which enhance
the stability and convergence of an ABMD simulation. Future enhancements to the set ABMD simulation tools
are to include the Driven ABMD (D-ABMD) [457] and the Swarms-of-trajectories string method (STSM) [458].

The Well-Tempered ABMD: An alternative to the follow-up equilibrium simulations for increased ABMD
accuracy is provided by the WT-ABMD, which is implemented in the spirit of the WT-metadynamics [459]. In the
original ABMD implementation, the history dependent biasing potential is built up at a fixed rate:

U(ξ , t) =U0(ξ )+
∫ t

0
dt ′ω G(ξ −ξ

t ′), (22.14)

in which U(ξ , t) is the biasing potential at time t, U0 is an arbitrary function that typically represents the initial
guess for the biasing potential (in the absence of a guess, this is assumed to be flat) and ω = kBT/τF is a constant,
unbiased rate. As the simulation proceeds and reaches convergence, then

〈
U(ξ , t→∞)

〉
a ≈U s(ξ )+u(t), in which〈

.
〉

a is the ensemble-average over the adaptive trajectories, the stationary term is U s ≈ −F(ξ ), and u(t) is an
additive time-dependent constant [459]. Unfortunately, updating the biasing potential at the same rate throughout
the simulation may lead to a poorly converged result, since the biasing potential ends up fluctuating around−F(ξ )
with an amplitude that depends on ω .

One way to resolve this problem is to update the kernel at a non-uniform rate by means of a "well-tempered" ω:

U(ξ , t) =U0(ξ )+
∫ t

0
dt ′ω(ξ t ′ , t ′)G(ξ −ξ

t ′), (22.15)

in which ω(ξ , t) is a time-dependent, non-uniform rate chosen to be ω0 e−β ′U(ξ ,t) (1/β ′ = kBT ′ where T ′ is a
pseudo-temperature) that reduces to a constant ω0 in the β ′ → 0 limit (i.e., resulting in conventional ABMD).
With this choice, one can show that

〈
U(ξ , t→ ∞)

〉
a ≈U s(ξ )+u(t), (u(t) is an additive constant) in which U s(ξ )

and F(ξ ) are related via U s(ξ ) = −(1+ β ′

β
)−1F(ξ ) or F(ξ ) = −(1+ T

T ′ )U
s(ξ ). This way of updating the bi-

asing potential leads to a considerably smoother convergence to the desired free energy and more stable ABMD
simulations.

Multiple walker selection algorithm: The ABMD multiple walker algorithm can be improved by allowing for
periodic interactions between the different walkers and "resampling" on-the-fly. The rationale behind this is that
not all walkers are equally effective in sampling the configuration space. A situation that is all too common is
that different walkers end up being “bunched up" or clustered together in some local metastable region, because of
hidden barriers that are oriented along orthogonal degrees of freedom to the reaction coordinate. To improve this
situation, one would like to facilitate walkers that are sampling the undersampled regions of phase space, and force
the walkers in the oversampled regions to move away and explore regions not yet covered. Such an algorithm has
previously been implemented via scripts in the NAMD code for the adaptive biasing force algorithm [460].

A resampling or selection algorithms for interacting multiple walkers requires a continual monitoring of the
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22. Free energies

walkers by means of a periodic evaluation of a fitness function and a resampling of the walkers according to their
fitness efficiency[460]. Efficient walkers that are wandering in the undersampled regions are enhanced by being
cloned, while inefficient walkers found in the oversampled regions of phase space are correspondingly killed. This
procedure is then repeated periodically during the simulation, thereby accelerating convergence to a more uniform
distribution of walkers and flattening of the free energy landscape.

Our specific interacting/resampling/selection multiple-walker algorithm is implemented as follows. Each walker
n is assigned a weight wn, which is evaluated at the end of each resampling period of time τ . At the ith resampling
period, i.e., from time t(i−1) = (i−1)τ to ti = iτ , walker n moves through configuration space building up its own
trajectory (rn

1, . . . ,r
n
N). The weights are then tested and updated every fixed time interval of length τ . Specifically,

after the ith time interval, weights are estimated by:

wn = K−1 exp
(∫ ti

ti−1

S(ξ t
n)dt

)
,

where ξ t
n represents the collective variable evaluated at time t for trajectory n, K = ∑

Nw
n=1 wn is the normalization

factor, and
S(ξ ) =C∇

2(ρ(ξ ))/ρ(ξ ),

with ρ(ξ ) representing the density of microstates in the collective variable space and C a constant. The quantity
S(ξ ) will be positive typically if the walker is found in the undersampled regions, which have a convex density
function. Similarly, a negative S(ξ ) value indicates that the system is in the concave region of the density function,
which typically is oversampled. In the context of ABMD implementation, the biasing potential is approximately
proportional to the histogram of the collective variable by construction, and represents a good estimate for ρ . The
implementation is therefore straightforward; the integral above is estimated for each trajectory independently by
summing over S(ξ t

n) at every step from t = ti−1 to t = ti, in which ∆t is the MD timestep. At the end of each period
the walkers send their unnormalized weight estimates to the "master processor" to normalize them. A stochastic
resampling method is then used to clone/kill the replicas based on their weight factors [460]. The number of copies
present in the next period for walker n is determined by the integer number:

W1 = bη1 +Nww1c,

Wn = bηn +Nw

n

∑
m=1

wmc−bηn +Nw

n−1

∑
m=1

wmc, for n > 1.

in which 0 < ηn < 1 is drawn from a uniform distribution (using a random number generator). The atomic co-
ordinates and velocities of the walkers with Nn > 0 are "sent" to Nn walkers. The resampling algorithm above
guarantees ∑n Wn = Nw.

In terms of an ABMD simulation, the selection algorithm is most beneficial during the initial and middle parts
of the simulation when there are large variations in the biasing potential. In the latter parts, when the effective free
energy is almost flat, the distribution of walkers should be roughly uniform. In that case, the selection mechanism
is unnecessary and, if one wishes to continue the simulation, it is best to proceed with the non interacting multiple
walker algorithm. It has been found that a convenient stopping mechanism may be based on the entropy of the
weights. Defining H = ∑n wnlog(wn), the selection mechanism will be stopped if Ew = H− log(1/Nw) goes below
-εlog(1/Nw). Here, log(1/Nw) represents the entropy of uniform weights, and the stopping parameter ε varies
between 0≤ ε ≤ 1. When ε = 0, the algorithm never stops, while ε = 1 forces a stop irrespective of the values of
the weights.

In addition to ε , there are also two other user-defined variables in the selection algorithm, including the constant
C and the interval time τ . While the physical interpretation of τ is straightforward, C represents a pseudo diffusion
constant. One may think of the selection algorithm as an induced diffusion in the reaction coordinate space; The
larger the value of C, the faster the system will diffuse along the reaction coordinate space. Therefore C determines
the strength or aggressiveness of the resampling algorithm. The most efficient value for C is dependent on the
nature of the collective variable and the shape of its density ρ . Since the best choice of C for a given problem is
somewhat of an art, we refer the interested reader to the ABMD tutorials on the AMBER webpage for insight into
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22.6. Adaptively biased MD, steered MD, and umbrella sampling with REMD� �
&colvar

cv_type = STRING

cv_ni = N, cv_nr = M

cv_i = i1, i2, ..., iN

cv_r = r1, r2, ..., rM

/� �
Figure 22.4.: Syntax of reaction coordinate definition: cv_type is a STRING, cv_i is a list of integer numbers and

cv_r is a list of real numbers.

choosing this variable. Finally, we also note that the multiple walker selection mechanism can be invoked as is or
in conjunction with the WT-ABMD for enhanced stability and convergence.

If any of these modules prove to be useful, please consider quoting the following papers: V. Babin, C. Roland
and C. Sagui, "Adaptively biased molecular dynamics for free energy calculations", J. Chem. Phys. 128, 134101
(2008); V. Babin, V. Karpusenka, M. Moradi, C. Roland and C. Sagui, "Adaptively biased molecular dynamics: an
umbrella sampling method with a time-dependent potential", Int. J. Quant. Chem. 109, 3666 (2009).

From Amber16, we implement these modules from SANDER to PMEMD and the modules are GPU compatible.
To keep the consistency in format, we do a series of changes and updates to the usage of these modules. One big
change is that you must set infe = 1 in &cntrl to activate these modules. Also, the input format has been changed
to namelist style and reaction coordinate variables will be read from separate files. For the details, please read
Subsection 22.6.6

infe This variable controls the usage of the non-equilibrium free energy method. When infe=0, the ABMD
and related methods are turned off; when infe=1, they are turned on and the blocks nfe_smd, nfe_pmd,
nfe_abmd and nfe_bbmd will be recognized. The default value is 0. Note that use of these algorithms
may require a (minor) amount of post-processing by means of the nfe-umbrella-slice utility freely
available in AmberTools described in Subsection 22.6.7.

22.6.2. Reaction Coordinates

A reaction coordinate is defined in the colvar namelist in a separate file. (see Fig. 22.4). This section must
contain a cv_type keyword along with a value of type STRING and a list of integers cv_i (the number of integers
is defined by cv_ni). For some types of reaction coordinates the colvar section must also contain a list of real
numbers, cv_r, whose length is defined by cv_nr.

The following reaction coordinates (specfied by cv_type) are currently implemented:

DISTANCE: distance (in Å) between two atoms whose indexes are read from the list cv_i.

COM_DISTANCE: distance between the center of mass of two atom groups. The cv_i list is interpreted as a
list of indexes of participating atoms. Zeros separate the groups, the last zero is optional. eg: cv_i =
a1,...,aN,0,b1,...bM,0.

DF_COM_DISTANCE: difference of distances between the center of mass of first two atom groups and second two
atom groups. The cv_i list is interpreted as a list of indexes of participating atoms. Zeros separate the groups,
the last zero is optional. eg: cv_i = a1,...,aN,0,b1,...bM,0,c1,...cL,0,d1,...,dK,0, DF_COM_DISTANCE is
COM_DISTANCE(a1,...,aN,0,b1,...bM) - COM_DISTANCE(c1,...cL,0,d1,...,dK).

LCOD: linear combination of distances (in Å) between pairs of atoms listed in cv_i with the coefficients read
from cv_r list. For example, i = 1, 2, 3, 4 and r = 1.0, -1.0 define the difference between 1-2 and
3-4 distances, i.e. LCOD = r1*distance(1, 2) + r2*distance(3,4).

ANGLE: angle (in radians) between the lines joining atoms with indexes i1 and i2 and atoms with indexes i2 and
i3.
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22. Free energies

COM_ANGLE: angle (in radians) formed by the center of mass of three atom groups. The cv_i list is interpreted
as a list of indexes of participating atoms. Zeros separate the groups, the last zero is optional. eg: cv_i =
a1,...,aN,0,b1,...bM,0,c1,...,cK,0

TORSION: dihedral angle (in radians) formed by atoms with indexes i1, i2, i3 and i4.

COM_TORSION: dihedral angle (in radians) formed by the center of mass of four atom groups. The cv_i list is
interpreted as a list of indexes of participating atoms. Zeros separate the groups, the last zero is optional. eg:
cv_i = a1,...,aN,0,b1,...bM,0,c1,...,CK,0,d1,...,dL,0.

COS_OF_DIHEDRAL: sum of cosines of dihedral angles formed by atoms with indexes in the list cv_i. The
number of atoms must be a multiple of four.

SIN_OF_DIHEDRAL: sum of sines of dihedral angles formed by atoms with indexes in the list cv_i. The number
of atoms must be a multiple of four.

PAIR_DIHEDRAL: sum of cosines of a list of angles each formed by summing two neighboring dihedral angles
from a list formed by atoms with indices cv_i. The number of atoms must be a multiple of four. For a list of
dihedral angles such as {α1, . . . ,αN}, PAIR_DIHEDRAL is ∑

N−1
i=1 cos(αi +αi+1) which ranges between

-N+1 and N-1.

PATTERN_DIHEDRAL: a particular pattern-recognizing function defined on a list of dihedral angles formed by
atoms with indices cv_i. The number of atoms must be a multiple of four. The definition is particularly
relevant for the dihedral angles with a binary-like behavior of being either around 0 or 180 (e.g., ω back-
bone dihedral angle). For a list of dihedral angles such as {α1, . . . ,αN }, PATTERN_DIHEDRAL is

∑
N
i=1cos2(αi/2)2i−1 which ranges between 0 and 2N−1.

R_OF_GYRATION: radius of gyration (in Å) of atoms with indexes given in the cv_i list (mass weighted).� �
&colvar

cv_type = ’MULTI_RMSD’

cv_ni = 9, cv_nr = 21,

cv_i = 1, 2, 3, 4, 0, 3, 4, 5, 0 ! the last zero is optional

cv_r = 1.0, 1.0, 1.0, ! group #1, atom 1

2.0, 2.0, 2.0, ! group #1, atom 2

3.0, 3.0, 3.0, ! group #1, atom 3

4.0, 4.0, 4.0, ! group #1, atom 4

23.0, 23.0, 23.0, ! group #2, atom 3

4.0, 4.0, 4.0, ! group #2, atom 4

5.0, 5.0, 5.0 ! group #2, atom 5

/� �
Figure 22.5.: An example of MULTI_RMSD variable definition.

MULTI_RMSD: RMS (in Å, mass weighted) of RMSDs of several groups of atoms w.r.t. reference positions provided
in the cv_r list. The cv_i list is interpreted as a list of indexes of participating atoms. Zeros separate
the groups. An atom may enter several groups simultaneously. The cv_r array is expected to contain the
reference positions (without zero sentinels). The implementation uses the method (and the code) introduced
in Ref. [461]. An example of variable of this type is presented in Fig. 22.5. Two groups are defined here:
one comprises the atoms with indexes 1, 2, 3, 4 (line 3 in Fig. 22.5, numbers prior to the first zero) and
another one of atoms with indexes 3, 4, 5. The code will first compute the (mass weighted) RMSD (R1) of
atoms belonging to the first group w.r.t. reference coordinates provided in the cv_r array (first 12 = 4× 3
real numbers of it; lines 4, 5, 6, 7 in Fig. 22.5). Next, the (mass weighted) RMSD (R2) of atoms of the second
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22.6. Adaptively biased MD, steered MD, and umbrella sampling with REMD

group w.r.t. the corresponding reference coordinates (last 9 = 3×3 elements of the cv_r array in Fig. 22.5)
will be computed. Finally, the code will compute the value of the variable as follows:

value =
√

M1

M1 +M2
R2

1 +
M2

M1 +M2
R2

2 ,

where M1 and M2 are the total masses of atoms in the corresponding groups.

N_OF_BONDS:

value = ∑
p

1−
(

rp

/
r0

)6

1−
(

rp

/
r0

)12 ,

where the sum runs over pairs of atoms p, rp denotes distance between the atoms of pair p and r0 is a
parameter measured in Å. The cv_r array must contain exactly one element that is interpreted as r0. The
cv_i array is expected to contain pairs of indexes of participating atoms. For example, if 1 and 2 are the
indexes of Oxygen atoms and 3, 4, 5 are the indexes of Hydrogen atoms and one intents to count all possible
O-H bonds, the cv_i list must be (1, 3, 1, 4, 1, 5, 2, 3, 2, 4, 2, 5), that is, it must explicitly list all the pairs
to be counted.

HANDEDNESS:

value = ∑
a

ua,3 · [ua,1×ua,2]

|ua,1| |ua,2| |ua,3|
,

where

ua,1 = ra+1− ra

ua,2 = ra+3− ra+2

ua,3 = (1−w)(ra+2− ra+1)+w(ra+3− ra) ,

and ra denote the positions of participating atoms. The cv_i array is supposed to contain indexes of the
atoms and the cv_r array may provide the value of w (0≤ w≤ 1, the default is zero).

N_OF_STRUCTURES:

value = ∑
g

1−
(

Rg

/
R0,g

)6

1−
(

Rg

/
R0,g

)12 ,

where the sum runs over groups of atoms, Rg denotes the RMSD of the group g w.r.t. some reference coor-
dinates and R0,g are positive parameters measured in Å. The cv_i array is expected to contain indexes of
participating atoms with zeros separating different groups. The elements of the cv_r array are interpreted
as the reference coordinates of the first group followed by their corresponding R0; then followed by the ref-
erence coordinates of the atoms of the second group, followed by the second R0, and so forth. To make the
presentation clearer, let us consider the example presented in Fig. 22.6. The atomic groups and reference
coordinates are the same as the ones shown in Fig. 22.5. Lines 7 and 11 in Fig. 22.6 contain additional
entries that set the values of the threshold distances R0,1 and R0,2. To compute the variable, the code first
computes the mass weighted RMSD values R1 and R2 for both groups –much like in the MULTI_RMSD case–
and then combines those in a manner similar to that used in the N_OF_BONDS variable.

value =
1−
(

R1

/
R0,1

)6

1−
(

R1

/
R0,1

)12 +
1−
(

R2

/
R0,2

)6

1−
(

R2

/
R0,2

)12 .

In other words, the variable “counts” the number of structures that match (stay close in RMSD sense) with the
reference structures.
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&colvar

cv_type = ’N_OF_STRUCTURES’

cv_ni = 9, cv_nr = 23,

cv_i = 1, 2, 3, 4, 0, 3, 4, 5, 0 ! the last zero is optional

cv_r = 1.0, 1.0, 1.0, ! group #1, atom 1

2.0, 2.0, 2.0, ! group #1, atom 2

3.0, 3.0, 3.0, ! group #1, atom 3

4.0, 4.0, 4.0, ! group #1, atom 4

1.0, ! R0 for group #1

23.0, 23.0, 23.0, ! group #2, atom 3

4.0, 4.0, 4.0, ! group #2, atom 4

5.0, 5.0, 5.0, ! group #2, atom 5

2.0 ! R0 for group #2

/� �
Figure 22.6.: An example of N_OF_STRUCTURES variable.

22.6.3. Steered Molecular Dynamics

The &smd namelist, if present in the MDIN file, activates the steered MD code (the method itself is extensively
described in the literature: see for example Ref. [462] and references therein). The prefix NFE appears in several
switches to do with steered MD: this stands for “Non-equilibrium Free Energy”.

The following is recognized within the &smd namelist:

output_file sets the output file name. Default is ’nfe-smd.txt’.

output_freq sets the output frequency (in MD steps). Default is 50.

cv_file sets the collective variable file name. Default is ’nfe-smd-cv’.

There must be at least one reaction coordinate defined (that is, there must be at least one &colvar namelist in the
cv_file). The steered MD code requires that additional entries be present in the colvar namelist:

path the steering path whose elements must be real numbers. The path must include at least two elements.
The upper limit on the number of entries is 20000. The elements define Catmull-Rom spline used for
steering.

npath sets the number of elements in path. Default is 0.

path_mode The way steering paths are constructed. There are two modes available. In SPLINE mode (default)
the path is approximated by spline that passes through the given points; in LINES mode the path is
represented by the line segments joining the control points.

harm specifies the harmonic constant. If a single number is provided, e.g., harm = 10.0, then it is con-
stant throughout the run. If two or more numbers are provided, e.g., harm = 10.0, 20.0, then the
harmonic constant follows Catmull-Rom spline built upon the provided values.

nharm sets the number of elements in harm. Default is 0.

harm_mode The way harmonical paths are constructed, similar with path_mode.

An example of MDIN file and CV.IN file for steered MD is shown in Fig. 22.7. The reaction coordinate is defined in
cv.in. The spring constant is set constant throughout the run and the steering path is configured from 5.0 to 3.0.
The values of the reaction coordinate, harmonic constant and the work performed on the system are requested to
be dumped to the smd.txt file every 50 MD steps.
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title line

&cntrl

..., infe = 1

/

&smd

output_file = ’smd.txt’

output_freq = 50

cv_file = ’cv.in’

/� �� �
cv_file

&colvar

cv_type = ’DISTANCE’

cv_ni = 2

cv_i = 5, 9

npath = 2, path = 5.0, 3.0, path_mode = ’LINES’,

nharm = 1, harm = 10.0

/� �
Figure 22.7.: An example MDIN file and CV.IN file for steered MD. Only the relevant part is shown.

22.6.4. Umbrella sampling

To activate the umbrella sampling code, the &pmd namlist must be present in the MDIN file. This is for SANDER
only: &pmd is currently not activated for PMEMD. Users who do want to use this code with PMEMD should
write to sagui@ncsu.edu or fpan3@ncsu.edu. output_file, output_freq and cv_file entries are recognized
like in the steered MD case presented earlier. The cv_file must contain at least one &colvar namelist section. For
umbrella sampling, the &colvar section(s) must contain two additional entries:

anchor_position real number that sets the position of the minimum of the umbrella (harmonic) potential. Default
is 0.

anchor_strength non-negative real number that sets the harmonic constant for the umbrella (harmonic) potential.
Default is 0.

An example of an MDIN file and CV.IN file for an umbrella sampling simulation is shown in Fig. 22.8. The
first reaction coordinate here is the angle formed by the lines joining the 5th with 9th and 9th with 15th atoms.
It is to be harmonically restrained near 1.0 rad (anchor_position entry) using the spring of strength 10.0
kcal/mol/rad2 (anchor_strength entry). The second reaction coordinate requested in Fig. 22.8 is a dihedral
angle (type = ’TORSION’) formed by the 1st, 2nd, 3rd and 4th atoms (the cv_i array). It is to be restrained near
zero with strength 23.8 kcal/mol/rad2. The values of the reaction coordinate(s) are to be dumped every 50 MD

steps to the pmd.txt file.
The NFE implementation of umbrella sampling works correctly with the Amber standard replica-exchange MD

described earlier in this manual. It assumes, however, that the number and type of reaction coordinate(s) are
the same in all replicas. On the other hand, both anchor_position and anchor_strength may be different
for different temperatures. For replica-exchange MD the output files (set by the output_file keyword on a per-
replica basis) are temperature bound (or MDIN-bound, since there is one-to-one temperature-MDIN correspondence).

22.6.5. Adaptively Biased Molecular Dynamics

The implementation has a very simple and intuitive interface: the code is activated if either an &abmd (both
SANDER and PMEMD) or an &bbmd (SANDER only) namelist is present in the MDIN file (the difference between
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22. Free energies� �
title line

&cntrl

..., infe = 1

/

&pmd

output_file = ’pmd.txt’

output_freq = 50

cv_file = ’cv.in’

/� �� �
cv_file

&colvar ! first

cv_type = ’ANGLE’

cv_ni = 3, cv_i = 5, 9, 15

anchor_position = 1.0

anchor_strength = 10.0

/

&colvar ! second

cv_type = ’TORSION’

cv_ni = 4, cv_i = 1, 2, 3, 4

anchor_position = 0.0

anchor_strength = 23.8

/� �
Figure 22.8.: An example MDIN file and CV.IN file for umbrella sampling (only relevant part is presented in full).

those “flavors” is purely technical and will become clear later). Unlike in the &smd and &pmd cases, the dimension-
ality of a reaction coordinate (the number of &colvar namelists in the cv_file) cannot exceed five (though three
is already hardly useful due to statistical reasons).

As previously noted, in order to activate the ABMD and related algorithm, the variable infe in &cntrl must be
set to unity (i.e. infe = 1; default value infe = 0).

In addition to the cv_file entry, the following entries are recognized within the &abmd (or &bbmd) namelist:

mode sets the execution mode. There are three modes available:
’ANALYSIS’ | ’UMBRELLA’ | ’FLOODING’. In ANALYSIS mode the dynamics is not altered.
The only effect of this mode is that the value(s) of the reaction coordinate(s) is(are) dumped every
monitor_freq to monitor_file. In UMBRELLA mode, biasing potential from the umbrella_file

is used to bias the simulation (τF = ∞, biasing potential does not change). In FLOODING mode the
adaptive biasing is enabled.

monitor_file sets the name of the file to which value(s) of reaction coordinate(s) (along with the magnitude of
biasing potential in FLOODING mode) are dumped.

monitor_freq the frequency of the output to the monitor_file.

timescale τF , the flooding timescale in picoseconds (only required in FLOODING mode).

umbrella_file biasing potential file name (the file must exist for the UMBRELLA mode).

In FLOODING mode, the following two entries are optional:

snapshots_basename sets the name of the file to which the biasing potential is dumped during the simulation for
snapshot.
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22.6. Adaptively biased MD, steered MD, and umbrella sampling with REMD

snapshots_freq the frequency of dumping snapshot biasing potential (in MD steps). If snapshots_freq is not
specified, the snapshot biasing potential will not be dumped.

and the &colvar namelist for &abmd method must also contain the following entries:

cv_min smallest desired value of the reaction coordinate (required, unless the reaction coordinate is limited
from below).

cv_max largest desired value of the reaction coordinate (required, unless the reaction coordinate is limited
from above).

resolution the “spatial” resolution for the reaction coordinate.

To access the biasing potential files created in the course of FLOODING simulations, the nfe-umbrella-slice

utility is provided (it prints a short description of itself if invoked with --help option).
The multiple-walker selection algorithm can improve the simulation by resampling between different walkers.

The well-tempered ABMD can lead to a smoother convergence to the desired free energy. These two algorithm
are implemented to SANDER and PMEMD from Amber16 onwards.

The multiple-walker selection algorithm currently works with &abmd only. The algorithm should be used only
within the multiple-walker scheme (i.e., when command-line -rem flag is set to zero). The following entries are
recognized regarding with the selection algorithm (selection algorithm can work with FLOODING and UMBRELLA

mode):

selection_freq positive integer number that sets the frequency of the resampling algorithm (in MD steps). If
selection_freq is not specified, the selection algorithm will not be used.

selection_constant positive real number that sets the parameter C. if selection_freq is specified, specifying
selection_constant is required (no default value). Parameter C is to determine how strong the
selection mechanism is. If C is too large, all the walkers will be replaced with the most dominant one.
If C is too small, there will be no killing/duplicating of walkers.

selection_epsilon positive real number (typically less than unity) that sets the stopping criterion parameter ε .
Parameter ε determines the threshold for stopping the selection algorithm. If selection_epsilon is
not specified, there will be no stop to the algorithm. If selection_epsilon is equal or larger than
one, the algorithm will be stopped after the first attempt.

The well-tempered flavor can be used within either &abmd or &bbmd namelist. There are two entries relevant to the
well-tempered feature:

wt_temperature positive real number that sets the pseudo-temperature T’. If this flag is not specified, conven-
tional ABMD will be used (i.e., T’ → ∞ or β’ → 0). The smaller the T’; the smoother/slower the
convergence.

wt_umbrella_file the file name of true biasing potential after modification by 1 + ( T /T’ ) in which T is the
reference temperature of the system (temp0).

An example MDIN file and CV.IN file for the nfe_abmd flavor of ABMD is shown in the Fig. 22.9.
In this example, the reaction coordinate is defined as the distance between the 5th and 9th atoms (more than one

reaction coordinates might be requested by mere inclusion of additional &colvar subsections). The mode is set
to FLOODING thus enabling the adaptive biasing with flooding timescale τF = 100ps. The region of interest of the
reaction coordinate is specified to be between -1 Å and 10 Å and the resolution is set to 0.5 Å. The lower bound (-1
Å) could have been omitted for DISTANCE variable: the default value of zero would be used in such case. The code
will try to load the biasing potential from the umbrella.nc file and use it as the value of U(t|ξ ) at the beginning
of the run. The biasing potential built in the course of simulation will be saved to the same file (umbrella.nc)
every time the RESTRT file is written. The selection algorithm is used with the frequency of selection defined
as 10000 MD steps and selection constant defined as 0.001. The well-tempered algorithm is also used, with the
pseudo-temperature defined as 10000 K in and the true biasing potential will be dumped as wt_umbrella.nc file.
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22. Free energies� �
title line

&cntrl

..., infe = 1

/

&abmd

mode = ’FLOODING’

monitor_file = ’abmd.txt’

monitor_freq = 33

cv_file = ’cv.in’

umbrella_file = ’umbrella.nc’

timescale = 100.0 ! in ps

selection_freq = 10000

selection_constant = 0.001

wt_temperature = 10000.0

wt_umbrella_file = ’wt_umbrella.nc’

/� �� �
cv_file

&colvar

cv_type = ’DISTANCE’

cv_ni = 2, cv_i = 5, 9

cv_min = -1.0, cv_max = 10.0 ! min is not needed for DISTANCE

resolution = 0.5 ! required for mode = FLOODING

/� �
Figure 22.9.: An example MDIN file and CV.IN file for ABMD (only the relevant part is presented in full).

The nfe-umbrella-slice utility can then be used to access its content. An MDIN file for the follow up biased run
at equilibrium would look much like the one shown in the Fig. 22.9, but with mode changed from FLOODING to
UMBRELLA.

For SANDER only, the &abmd code works correctly with replica-exchange (that is, for -rem flag set to 1). In
such case the monitor and umbrella files are temperature-bound (unlike, e.g., MDOUT and MDCRD files that require
post processing). If number of sander groups exceeds one (the flag -ng is greater than one) and -rem flag is set
to zero, the code runs multiple walkers ABMD. In both cases the number and type(s) of variable(s) must be the same
across all replicas.

Finally, the &bbmd flavor allows one to run replica-exchange (AB)MD with different reaction coordinates and
different modes (ANALYSIS, UMBRELLA or FLOODING) in different replicas (along with different temperatures, if
desired). To this end, the -rem flag must be set to zero and the &bbmd sections must be present in all MDIN files.
The MDIN file for the replica of rank zero (first line in the group file) is expected to contain additional information
as compared to %abmd case (an example of such MDIN file for replica zero is shown in Fig. 22.10). The MDIN files
for all other replicas except zero do not need any additional information, and therefore take the same form as in the
&abmd flavor (except that the namelist is changed from &abmd to &bbmd, thus activating a slightly different code
path). Each MDIN file may define its own reaction coordinates, have different mode and temperature if desired.

Within the first replica &bbmd namelist the following additional entries are recognized:

exchange_freq number of MD steps between the exchange attempts.

exchange_log_file the name of the file to which exchange statistics is to be reported.
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title line

&cntrl

..., infe = 1

/

&bbmd

! 0th replica only

exchange_freq = 100 ! try for exchange every 100 steps

exchange_log_file = ’bbmd.log’

exchange_log_freq = 25

mt19937_seed = 123455 ! random generator seed

mt19937_file = ’mt19937.nc’ ! file to store/load the PRG

! not specific for 0th replica

mode = ’ANALYSIS’

monitorfile = ’bbmd.01.txt’ ! it is wise to have different

! names in different replicas

monitor_freq = 123

cv_file = ’cv.in’

/� �� �
cv_file

&colvar

cv_type = ’DISTANCE’

cv_ni = 2, cv_i = 5, 9

/� �
Figure 22.10.: An example MDIN file and CV.IN file for &bbmd flavor of ABMD (only the relevant part is presented

in full)(for SANDER only).

exchange_log_freq frequency of exchange_log_file updates.

mt19937_seed seed for the random generator (Mersenne twister [463]).

mt19937_filethe name of the file to which the state of the Mersenne twister is dumped periodically (for restarts).

The MDOUT, MDCRD, RESTRT, umbrella_file and monitor_file files are MDIN-bound in course of the bbmd-
enabled run. An example that uses this kind of replica exchange is presented in Ref.444.

22.6.6. Implementation in PMEMD

From Amber16 and onwards, the above features have been implemented in PMEMD. Becaused of GPU-
enhanced calculations in PMEMD, users can now utilize GPUs to improve the speed of free energy sampling
a lot with pmemd.cuda and pmem.cuda.MPI. This is very important when we want to study system in explicit
solvent. With pmemd and pmemd.MPI the option to use CPUs is also kept, and the whole method has been tested
sucessfully on both implicit and explicit enviroment. If you have questions with regards to the PMEMD imple-
mentation of ABMD and related algorithms, please contact Feng Pan <fpan3@ncsu.edu> and Prof. M. Moradi
<moradi@uark.edu>.
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Not all functionality has been implemented from SANDER to PMEMD, and some functionality has been mod-
ified. Here are all the changes:

• Naming was changed, all the input format is changed to namelist style. The reaction coordinate (collective
variable) information is read from a separate file so it can be reusable by different runs.

• A new variable infe is added within the namelist &cntrl, to control the usage of the NFE method in a friendly
way. To disable the NFE method, set infe to 0; to enable it, set infe to 1.

• Temperature replica-exchange method in &abmd block is not available(that is -rem must be set to 0).

• &pmd+ &bbmd (for umbrella sampling and T-REMD or H-REMD) is not currently available with this release.
PMEMD code (to be used “as is”) may be obtained by writing to sagui@ncsu.edu or fpan3@ncsu.edu. Code
will be put on Amber website via an upcoming tutorial.

• Two new entries have been added to the blocks &abmd and &bbmd to give snapshots of the biasing potential
during the simulation:

snapshots_basename = STRING : sets the snapshots file name.

snapshots_freq = INTEGER : sets the snapshot frequency. (in MD steps)

• It is not sensible to run a one-replica simulation with multiple GPUs

• Two new algorithms have been added to both SANDER and PMEMD: (1) a selection algorithm for multiple-
walker ABMD; (2) the well-tempered ABMD (WT-ABMD).

• Several new reaction coordinates are added, which include

– type = SIN_OF_DIHEDRAL

– type = PAIR_DIHEDRAL

– type = PATTERN_DIHEDRAL

– type = DF_COM_DISTANCE

22.6.7. Post-processing of biasing potential

When you get the biasing potential (*.nc file), you can always use the nfe-umbrella-slice utility to ac-
cess its content and get a friendly-written ASCII file from which one can obtain the free energy map. The out-
put is the free energy value, which is the opposite of the biasing potential ( f = −U (units kcal/mol)). The
nfe-umbrella-slice utility has been included in AmberTools.

Usage: nfe-umbrella-slice [options] bias_potential.nc

Options:

-h,--help Print out a usage summary

-p,--pretend Only print out the basic properties of source without biasing potential data (off by default)

-g,--gradient Print out the gradients (off by default)

-t,--translate Translate the numerical value of biasing potential by a real number (0 by default)

-d,--dimensions Set the way of slice in different dimensions. The format is “D1:D2:...:Dn”, n is the number
of dimensions. Each D can only be set with one number or three numbers, seperated by comma. If only
one number is set, the variable will be fixed at that value. If three numbers are set, the first two define the
boundary of slice and the last one defines the number of points.
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Example:

• nfe-umbrella-slice -d “-5.0,5.0,50” 1d-bias.nc > FE.dat

This processes the 1-dimensional biasing potential file 1d-bias.nc and prints out the results to FE.dat. The
variable will be taken from -5.0 to 5.0 using 50 points.

• nfe-umbrella-slice -g -t 50.0 -d “1.0:-2.0,2.0,20” 2d-bias.nc > FE.dat

This processes the 2-dimensional biasing potential file 2d-bias.nc and prints out the results to FE.dat. All the
free energy will be incremented by a constant 50.0. The gradients in both dimensions will be printed out. For the
first dimension, the variable will be fixed at 1.0; for the second dimension, the variable will be taken from -2.0 to
2.0 using 20 points.

• nfe-umbrella-slice wt_umbrella.nc > wt_FE.dat

This processes the biasing potential after WT-ABMD and prints out the results to wt_FE.dat. The default dimen-
sional information is obtained and used by the program from the biasing potential file.
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