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ABSTRACT: Molecular modeling at the atomic level has been applied in a wide
range of biological systems. The widely adopted additive force fields typically use
fixed atom-centered partial charges to model electrostatic interactions. However, the
additive force fields cannot accurately model polarization effects, leading to
unrealistic simulations in polarization-sensitive processes. Numerous efforts have
been invested in developing induced dipole-based polarizable force fields. Whether
additive atomic charge models or polarizable induced dipole models are used, proper
parameterization of the electrostatic term plays a key role in the force field
developments. In this work, we present a Python program called PyRESP for
performing atomic multipole parameterizations by reproducing ab initio electrostatic
potential (ESP) around molecules. PyRESP provides parameterization schemes for
several electrostatic models, including the RESP model with atomic charges for the
additive force fields and the RESP-ind and RESP-perm models with additional
induced and permanent dipole moments for the polarizable force fields. PyRESP is a flexible and user-friendly program that can
accommodate various needs during force field parameterizations for molecular modeling of any organic molecules.

■ INTRODUCTION
Developing accurate force fields remains to be a great
challenge for molecular modeling. One of the key components
of force field development is the accurate modeling of atomic
electrostatic interactions. The extensively used additive force
fields apply fixed atom-centered partial charges to model
electrostatic interactions, such as AMBER ff14SB,1 ff19SB,2

CHARMM,3 and OPLS,4 to name a few. One disadvantage of
the additive force fields is that they are unable to model the
atomic polarization effects, i.e., the redistribution of the atomic
electron density due to the electric field produced by nearby
atoms.5 The importance of modeling polarization effects is well
known. For example, during the protein folding process, amino
acids forming a hydrophobic core must move from the
hydrated environment to the more hydrophobic interior,
experiencing considerably different dielectric environments.6,7

Additive force fields are also considered to be unable to
capture the important cation−π interactions between aromatic
rings and charged amino acids, leading to unrealistic receptor−
ligand interaction simulations.8,9 Therefore, a great deal of
effort has been directed to developing polarizable models,
including the fluctuating charge models,10,11 the Drude
oscillator models,12−16 and models incorporating induced
dipoles17,18 or continuum dielectric.19,20

The induced point dipole model is the most studied
approach with a long history since the 1970s.21,22 To date, it
has been incorporated into several polarizable force fields,
including AMOEBA,23,24 AMBER ff02,17 ff02pol.rl,18 and
ff12pol.25−28 The original induced dipole model developed

by Applequist et al. places the induced point dipole on each
atom center, where the magnitude and direction of the induced
dipole moment are determined by the isotropic polarizability
of each atom and the electric field on this atom exerted by
other atoms.29 The induced dipole of atom i, subject to the
external electric field Ei, is
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where αi is the isotropic polarizability of atom i, and Tij is the
dipole field tensor with the matrix form
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where I is the identity matrix, and x, y, and z are the Cartesian
components along the vector between atoms i and j at distance
rij. However, this model suffers from the so-called “polarization
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catastrophe” problem: the molecular polarizability diverges due
to the cooperative interaction between induced dipoles at short
distances.5,29 One solution to this problem is to apply distance-
dependent damping functions for interactions on short
distances. Thole proposed several schemes by modeling the
interaction using smeared charge distributions ρ(u) instead of
point charges, where u = rij/(αiαj)

1/6 is the effective distance.
Here αi and αj are atomic polarizabilities of atoms i and j, and
rij is the distance between them.30,31 This modifies the dipole
field tensor Tij in such a way that it does not behave as r−3 at
short distances. Among the proposed schemes, linear scheme
(eq 3) and exponential scheme (eq 4) are shown to be the
most effective
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where a is the damping factor that controls the decay of the
smeared charge distribution. Another Thole’s scheme (eq 5)
was adopted in the AMOEBA force field and implemented in
the Tinker program,23,24,32 which has the following form

u
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4
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π

= −
(5)

The recently developed Thole scheme-based polarizable
force field ff12pol has been shown to significantly reduce the
root-mean-square errors of interaction energies with those
calculated at the MP2/aug-cc-pVTZ level of theory, compared
with additive force fields.26

About a decade ago, Elking et al. proposed a polarizable
multipole model with Gaussian charge densities, which was
later named the polarizable Gaussian multipole (pGM)
model.33 The nth-order Gaussian multipole at position r
generated by an atom located at the coordinate R represented
by the pGM model is defined as
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where Θ(n) is the nth rank momentum tensor, ∇R
(n) is the nth

rank gradient operator, and β is a Gaussian exponent
controlling the “radius” of the distribution with the following
form

s
2

3 2

1/3i
k
jjjj

y
{
zzzzβ α

π
=

−

(7)

where α is the atomic polarizability, and s is the screening
factor. Although in the pGM model any order of multipoles
can be modeled, only charges (zeroth-order multipole; eq 8)
and dipoles (first-order multipole; eq 9) are retained in the
current pGM model design
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where q is the permanent charge and p is the permanent
dipole. Wei et al. recently proposed a local frame for the
permanent dipoles formed by covalent basis vectors (CBVs),
which are unit vectors along the direction of covalent bonds or
virtual bonds.34,35 This design is based on the fact that atomic
permanent moments mainly result from covalent bonding
interactions. Replacing p with μ in eq 9 will give the pGM
distribution of induced dipole, which has the same form as that
of permanent dipole. A key advantage of the pGM model is
that all short-range electrostatic interactions can be calculated
analytically in a consistent manner, including the interactions
of charge−charge, charge−dipole, charge−quadrupole, di-
pole−dipole, and so on. Consequently, it has been shown
that the pGM model notably improves the prediction of
molecular polarizability anisotropy compared with that of
Thole models.36

Each of the four damping schemes discussed above requires
parameterization of the atomic isotropic polarizabilities α and
damping factors a (and s for the pGM model), which has been
done by fitting experimental or ab initio molecular polar-
izability tensors using a genetic algorithm, as presented in our
recent works.25,36 In this work, we aim to take one step further
toward the development of general and accurate polarizable
force fields by developing a computer program for electrostatic
parameterizations for the atomic charges and dipoles of various
polarizable models.
For additive models, the atomic point partial charges are

traditionally derived by performing least-squares fitting of the
charges to reproduce the quantum mechanically (QM)
determined electrostatic potential (ESP) at a large number
of grid points lying outside the van der Waals distance of the
molecule. Assuming a molecule with n atoms is being
parameterized, and there are m ESP points lying outside the
van der Waals distance of the molecule, then the least-squares
fitting aims to minimize the objective function

V V( )
j

m

j j
1

QM 2∑γ = −
= (10)

where Vj
QM is the ESP value evaluated through QM

calculations at point j, and Vj is the ESP value calculated
from the fitting results. This method was initially used by
Momany,37 further refined by Cox et al.38 An ESP point
sampling scheme that uses points on molecular surfaces
constructed using gradually increasing van der Waals radii for
the atoms was proposed by Singh et al.39,40 The CHELP
algorithm initially employed a Lagrange multiplier method to
perform constrained least-squares fitting, in which the
Lagrange multiplier (λ) is multiplied by the constraining
function (g) and added to the objective function γ to be
minimized. In the context of charge fitting, the Lagrange
multiplier method is mostly used to enforce the total charge
constraints, i.e., the charge of all atoms of a molecule should
sum to the total molecular charge. Alternatively, it can also be
used to specify the total charge of molecular fragments. For
example, during amino acid parameterizations, the N-acetyl
(ACE) and N-methylamide (NME) groups are commonly
used to cap amino acid dipeptides to mimic the chemical
environment within a protein. Both capping fragments need to
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be constrained to have a neutral charge to ensure the correct
total charge of the amino acid fragments.41,42

In general, the ESP-based charge derivation methods
perform very well in reproducing QM determined molecular
multipole moments and intermolecular interaction energy.
However, all methods discussed above suffer from the problem
that the atomic charges are sensitive to molecular con-
formations, leading to a lack of transferability of the charges
between identical molecules with different conformations, as
well as between common functional groups in related
molecules. Another problem of this approach is the poor
determination of charges on buried atoms that are far from
ESP points, which can fluctuate wildly to reach the optimal
fitting to the ESP. Both problems have been addressed by the
restrained electrostatic potential (RESP) method developed by
Bayly et al., which employs restraints by adding a penalty
function χ to the objective function during the fitting
process.43,44 Two types of penalty functions were proposed.
The first is a simple harmonic function

a q
i

n

i
1

2∑χ =
= (11)

where a is the scale factor determining the restraining strength.
The second penalty function is a hyperbolic function with the
form

a q b b( )
i

n

i
1

2 2∑χ = + −
= (12)

where a is again the scale factor that defines the restraining
strength, and b determines the “tightness” of the hyperbola
around its minimum. b has been recommended to be set to 0.1
by the original RESP work to make the restraint appropriately
tight.43 To this end, assuming there are w different Lagrange
constraints imposed on the charges in a molecule, the objective
function to be minimized becomes

z g g g...1 1 2 2 w wγ λ λ λ χ= + + + + + (13)

To date, the computer program RESP has been applied in
charge derivations of a variety of additive force fields41,42 and is
still being used actively for charge calculations for small organic
molecules.8,45,46 Following the idea of charge parameterization
by reproducing ESPs, Cieplak et al. extended the RESP
method for induced dipole electrostatic models, assuming that
ESPs around molecules are determined by both permanent
charges and atomic-induced dipoles. According to this method,
atomic charges are iteratively fitted to the effective ESP, which
is the difference between the QM-derived ESPs and the ESPs
generated by induced dipoles. Iterations stop when the
induced molecular dipole moment converges within a certain
accuracy level.5,17 A program named i_RESP has been
developed to facilitate this iterative charge fitting procedure.
In this work, we further extended the RESP method for

parameterizations of electrostatic models with induced point
dipoles and permanent point dipoles. A Python program
named PyRESP was designed and implemented based on its
ancestor RESP program, providing the parameterization ability
for three electrostatic models: (1) the additive RESP model;
(2) the polarizable model with induced point dipoles only,
named the RESP-ind model; and (3) the polarizable model
with both induced point dipoles and permanent point dipoles,
named the RESP-perm model. In the next section, we present

the theory behind the parameterization strategies of the three
models, as well as several other features provided by PyRESP.
We have tested all three models using several representative
molecules, and the parameterization results will be evaluated
and discussed.

■ THEORY
In earlier works, the objective function z shown in eq 13 has
been minimized using iterative gradient descent approaches, as
were done by Momany et al. and Singh et al.37,39 Similarly, the
i_RESP program developed by Cieplak et al. parameterizes the
induced dipole polarizable model iteratively by fitting charges
to the differences between the QM-derived ESPs and the ESPs
generated by induced dipoles.5,17 In both cases, an initial guess
on the atomic charges before the iteration process is required.
On the other hand, iterative algorithms suffer from the
problem that the convergence of iteration is sensitive to the
specified accuracy level. In rare cases, the objective function
might jump back and forth near the minimum, leading to a
nonconvergence problem. Therefore, PyRESP takes a direct
approach by solving the system of equation in the matrix form
with the partial derivative of the objective function z against
each parameter (permanent charges or dipoles) and each
Lagrange multiplier λ set to be equal to zero, as were done in
CHELP, CHELPG, and the original RESP works.43,47−49 The
advantage of the direct approach is that it gives the exact least-
squares solution, so that the initial guess on the atomic charges
and accuracy level is no longer needed. Another advantage of
the direct approach is that the matrix form representations
allow us to present each of the following electrostatic models in
a consistent and elegant way.

RESP. The original RESP method performs charge fitting
for additive electrostatic terms with the assumption that ESPs
only come from permanent point charges.43 For each ESP
point j, the following equation needs to be solved

q

r
V

i

n
i

ij
j

1

QM∑ =
= (14)

In the matrix form

Xq V= (15)

where X is m by n matrix for charge−ESP interactions between
each ESP point j and atom i, q is the n-dimensional vector for
the partial charge of each atom, and V is the m-dimensional
vector for QM ESP. Typically, there are many ESP points
sampled so that X becomes a rectangular matrix (tall and thin).
Consequently, eq 15 is unlikely to have an exact solution.
Therefore, we aim to find the least-squares solution by solving
the following equation, the proof of which can be found in
most linear algebra textbooks

X Xq X VT T= (16)

where XTX is a square matrix and is usually positive definite
and invertible. The constraints on the charges could also be
expressed in the following matrix form

Kq L= (17)

where K is a w by n matrix with only 1 and 0 as elements
indicating the presence or absence of each charge in each
constraint, and L is the w-dimensional vector for the total
charge in each constraint. The constrained least-squares fitting
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has the following matrix form, whose solution gives con-
strained RESP fitting results

X X K
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q X V
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where λ is the w-dimensional vector of all Lagrange multipliers.
Finally, the penalty function χ could be applied to restrain
fitted charges by adding its partial derivative only to the
diagonal terms of the matrix in eq 18, and the reasoning can be
found in the original RESP work.43

RESP-ind (RESP with Induced Point Dipole). Following
Applequist et al.,29 eq 1 may be rearranged into

T Ei i
j i

n

ij j i
1 ∑μ μα + =−

≠ (19)

which could be written in the following matrix form

A Eμ = (20)

where A is a 3n by 3n matrix containing the information of
polarizability and dipole field tensors, μ is a 3n-dimensional
vector of the induced dipole of each atom, and E is a 3n-
dimensional vector of the electric field at atom i.
The implicit assumption is that Ei is produced by permanent

charges of all atoms other than i, and there are no additional
applied external electric fields. Thus, we have

E r
q

ri
j i

n
j

ij
ji3∑=

≠ (21)

In the matrix form

E Cq= (22)

where C is a 3n by n matrix of the charge-electric field
coefficient between each atom pair. Combining eqs 20 and 22
gives

A Cq1μ = −
(23)

In contrast to the RESP model where the permanent charges
are the only sources for ESPs, the RESP-ind model assumes
that ESP comes from both permanent point charges and
induced point dipoles. Therefore, for each ESP point j, we have
the following equation

rq
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1 1
3
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In the matrix form

Xq Y Vμ+ = (25)

where Y is an m by 3n matrix for the dipole−ESP interactions
between each ESP point and atom pair. Substitute eq 23 into
eq 25 gives

X YA C q V( )1+ =−
(26)

Same as we did for the RESP model, solving the following
equation gives the least-squares solution

X YA C X YA C q X YA C V( ) ( ) ( )T T1 1 1+ + = +− − −
(27)

and solving the following equation gives the constrained least-
squares solution

X YA C X YA C K
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Finally, the partial derivative of the penalty function χ can be
applied to eq 28 to restrain atomic charges.

RESP-perm (RESP with Induced and Permanent Point
Dipoles). RESP-perm is the electrostatic model with the
highest degree of freedom implemented in PyRESP. It has one
additional component compared to the RESP-ind model, the
permanent point dipoles pi of each atom i, which is a three-
dimensional vector. Now, the electric field at atom i is
produced by both permanent charges and permanent dipoles
of all atoms other than i. Thus, we have

E r T p
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jjjjjj
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zzzzzz∑= +
≠ (29)

In the matrix form

E Cq Dp= + (30)

where D is a 3n by 3n matrix of the dipole-electric field
coefficients between each atom pair, and p is a 3n-dimensional
vector for the permanent dipole of each atom in the global
frame. Therefore, the induced dipole vector μ becomes

A Cq Dp( )1μ = +−
(31)

Now, ESPs come from three sources: permanent point
charges, permanent point dipoles, and induced point dipoles.
That is

p rq

r r
V

( )
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i

ij i

n
i i ij

ij
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3
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μ
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=
= = (32)

In the matrix form

Xq Y p V( )μ+ + = (33)

eq 31 can be plugged into eq 33 and rearranged to

X YA C q Y A D I p V( ) ( )1 1+ + + =− −
(34)

The RESP-perm model is designed to be compatible with
the pGM model of Wei et al.,34 where the permanent dipoles
are defined in the local frame formed by CBVs. Assume that
the molecule to be fitted has z CBVs, i.e., z/2 covalent bonds
since covalent bonds are bidirectional, then the permanent
dipoles in global frame p can be conveniently expressed in the
local frame using a 3n by the z-dimensional conversion matrix
F, with CBVs as its elements. The conversion has the simple
matrix form

p Fploc= (35)

where ploc is a z-dimensional vector for permanent dipoles in
the local frame. Therefore, the RESP-perm model in fact
performs least-squares fitting on ploc rather than on p, and eq
34 should be expressed as

X YA C q Y A D I Fp V( ) ( )1 1 loc+ + + =− −
(36)

One advantage of using matrix F is that the local frame can
be easily extended to include noncovalent basis vectors. In the
current PyRESP implementation, the “virtual” bonds of 1-3
interacting atom pairs are also enabled; all we need to do is to
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increase the number of columns of F to contain both covalent
basis vectors and 1-3 interaction basis vectors, and the number
of rows of F will not change since the number of atoms stays
the same. The RESP-perm model considering both 1-2 and 1-3
interacting atom pairs in the local frame is named RESP-perm-
v, where v stands for “virtual”.
To perform least-squares fitting on both q and ploc directly,

we construct a new vector Q, which is (n + z)-dimensional

vector
q
ploc
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Ç
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É
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, and a new matrixM, which is m by (n + z) matrix
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The least-squares solution of Q can be found by solving

M MQ M VT T= (38)

and the constrained least-squares fitting has the matrix form
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The current PyRESP implementation uses two separate
restraining strengths for permanent charges and permanent
dipoles, which can be set to different values according to users’
preferences.
Intra- and Intermolecular Equivalences. A reliable force

field would require atoms sharing equivalent chemical
environments to have identical permanent charges and dipoles.
Taking a methyl group as an example, all three hydrogens must
have the same charge, and all permanent dipoles pointing from
methyl carbon toward hydrogens (and those in reverse
directions) must have the same magnitudes; otherwise,
rotating the methyl to the three degenerate rotamers would
give rise to different energies. Intramolecular equivalencing is
applied for this symmetry purpose. One strategy examined by
previous studies is averaging the charges of the equivalent
atoms after the fitting, which were set free to change during the
fitting process. However, this so-called a posteriori strategy was
found to have an unsatisfying negative impact on the fitting
quality and on the final molecular dipole moments.43 Thus, the
PyRESP program employs the improved approach proposed by
the original RESP work that performs equivalencing during the
fitting process. Depending on the specific electrostatic model
selected, the preliminary matrices in eqs 18, 28, or 39 are
generated as if there were no equivalent fitting centers. Then,
the rows and columns of corresponding equivalent fitting
centers were added up to form a single row and column, giving
rise to smaller linear equation systems to be solved as usual.
In comparison, intermolecular equivalencing is often used

for fitting one set of parameters for multiple conformations of
the same molecule to further reduce the conformation-
dependent problem, in addition to applying restraints.
Alternatively, it can also be used for fitting the same chemical
groups in different molecules. Both intra- and intermolecular
charge equivalencing have already been implemented in the
original RESP program.43 In PyRESP, the equivalencing
algorithm is extended so that both intra- and intermolecular
equivalencing are enabled for permanent charges and dipoles
in a consistent manner.
Polarization Catastrophe Avoidance. A well-known

problem of the point dipole model discussed so far is that it
may lead to infinite molecular polarizability by the cooperative

interaction between two induced dipoles, known as “polar-
ization catastrophe”.5,29 One way to avoid this problem is to
turn off the polarization interactions between 1-2 and 1-3
interacting atom pairs, as were done in the AMBER ff02 and
ff02pol.rl force fields.17,18 This can be easily achieved by setting
corresponding elements in the charge-electric field coefficient
matrix C and the dipole-electric field coefficient matrix D to
zero. Alternatively, one can apply distance-dependent damping
functions on interacting atom pairs, such as those developed by
Thole30,31 and the pGM scheme developed by Elking et al.,33

which will lead to the damped dipole field tensor
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with screening functions fe and f t. Consequently, the charge-
electric field coefficient matrix C and the dipole-electric field
coefficient matrix D will also contain elements damped by fe
and f t correspondingly. It is easy to see that for the original
undamped Applequist model, fe and f t are constants

f f1.0; 1.0e t= = (41)

For the linear model, we have
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For the exponential model, we have
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For the Tinker-exponential model, we have
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For the pGM model, we have

S
r

f S S S

f S S S S

f S

2( )

erf( )
2

exp( )

erf( )
2

exp( ) 1
2
3

erf( )

ij
i j ij

i j

ij ij ij

ij ij ij ij

ij

2 2

e
2

t
2 2

0

i
k
jjj

y
{
zzz

ββ

β β

π

π

=
+

= − −

= − − +

= (45)

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00230
J. Chem. Theory Comput. 2022, 18, 3654−3670

3658

pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.2c00230?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Note that for the pGM model, the charge−ESP interaction
matrix X and the dipole−ESP interaction matrix Y should be
scaled by f 0 and fe, respectively, in addition to modifying the
dipole field tensor Tij.
In the current PyRESP release, both polarization catastrophe

avoidance strategies have been implemented, including turning
off 1-2 and 1-3 interactions and the four damping schemes
(linear, exponential, Tinker-exponential, and pGM schemes).

■ COMPUTATIONAL DETAILS
Ab Initio Calculations. Several molecules were selected as

candidates for testing the PyRESP program, including water,
methanol (alcohol), ethane (aliphatic), benzene (aromatic), N-
methyl acetamide (peptide backbone), dimethyl phosphate
(nucleic acid backbone), adenine (nucleobase), alanine
dipeptide (hydrophobic amino acid), serine dipeptide (polar
amino acid), arginine dipeptide (positively charged amino
acid), and aspartic acid dipeptide (negatively charged amino
acid). For the seven non-amino acid molecules, single-
conformation fittings were performed. For the four amino
acid molecules, both single-conformation and double-con-
formation fittings were performed, with the main-chain torsion
angles in (ϕ = 300°, ψ = 300°) and (ϕ = 240°, ψ = 120°),
approximating α-helix and antiparallel β-sheet secondary
structure conformations. The geometries of all molecules
were optimized at the B3LYP/6-311++G(d,p) level of theory,
with dihedral angle constraints applied to the corresponding
amino acid molecules only.
QM ESP values were calculated at the MP2/aug-cc-pVTZ

level of theory for a set of points fixed in space in the solvent-
accessible region around each molecule. The points were
generated using the method developed by Singh et al. on
molecular surfaces (with a density of 6 points/Å2) at each of
1.4, 1.6, 1.8, and 2.0 times the van der Waals radii.39,40 For
small molecules such as water, approximately 1800 points were
generated, while for large molecules such as arginine dipeptide,
more than 9000 points were generated. All ab initio
calculations were performed using Gaussian 09 software.50

Parameterizations. A two-stage parameterization proce-
dure has been adopted as the standard approach for RESP
parameterization.43 We extended this procedure for all
electrostatic models: RESP, RESP-ind, and RESP-perm (and
RESP-perm-v for water molecule), where the hyperbolic
function in eq 12 was applied in all parameterizations. In the
first stage, all fitting centers (permanent charges for all models,
and permanent dipoles for RESP-perm and RESP-perm-v)
were set free to change, and a weak restraining strength of
0.0005 (a in eq 12) was applied to all fitting centers. In the
second stage, intramolecular equivalencing was enforced on all
fitting centers that share an identical chemical environment
with others, such as methyl and methylene hydrogens. A
stronger restraining strength of 0.001 was applied to those
fitting centers, and all other fitting centers were set frozen to
keep the values obtained from the first stage. The restraints
were only applied to non-hydrogen heavy atoms. To get better
fitting results, the only Lagrange constraint enforced during
parameterization is the total charge constraint, without
applying additional intramolecular charge constraints. Inter-
molecular equivalencing was enforced in both the first and the
second stages for double-conformation fittings of amino acid
molecules.
Previous studies have shown that in the polarizable models

with Thole-like damping schemes, it is important to include all

atomic pair interactions to have an anisotropic molecular
response.36,51 Therefore, for parameterizations of the RESP-
ind, RESP-perm, and RESP-perm-v models, both 1-2 and 1-3
polarization interactions were included, and the pGM damping
scheme was applied to all models to avoid polarization
catastrophe.33,34 The isotropic atomic polarizabilities derived
in the previous work were employed for models considering
polarization effects.36

The performance of each electrostatic model was evaluated
based on the relative root-mean-square (RRMS) error,38,43,49

given by
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The molecular dipole moments and quadrupole moments
along the principal axes calculated with each electrostatic
model were compared with those calculated using ab initio
methods as an additional metric in evaluating parameterization
results. The Pearson correlation analysis was performed using
the Python package Scipy. The scatterplots for QM ESPs and
ESPs calculated by electrostatic models are plotted using the
Python package Matplotlib.

■ RESULTS
Water. The first molecule we tested is the water molecule.

Table 1 shows the parameterization results, RRMS, and

moments of the water molecule fitted with the RESP, RESP-
ind, RESP-perm, and RESP-perm-v electrostatic models. All
models fit permanent point charges on oxygen and hydrogen
atoms. In addition, the RESP-perm and RESP-perm-v models
also fit local frame permanent point dipole moments defined
on CBVs, i.e., unit vectors along the direction of 1-2 interacting
atom pairs (covalent bonds) or 1-3 interacting atom pairs
(virtual bonds). For the RESP-perm model, a water molecule

Table 1. Parameterization Results, RRMS, and Molecular
Dipole/Quadrupole Moments of Water Fitted with Four
Electrostatic Modelsa

RESP RESP-ind
RESP-
perm

RESP-
perm-v QM

Charges/a.u.
H 0.3401 0.5182 0.7576 0.7441
O −0.6802 −1.0365 −1.5151 −1.4882

Permanent Dipole Moments/a.u.
H−Oa 0.0753 0.0773
O−Ha −0.2761b −0.2577
H−Ha −0.0121

RRMS
0.2051 0.1244 0.0391 0.0404

Dipole Moments/Debye
μc 1.9141 1.9417 1.8668 1.8660 1.8470

Quadrupole Moments/Debye Angstroms
Qxx

d 1.0444 1.5151 1.8549 1.8803 1.8389
Qyy

d −0.1858 −0.3198 −0.2467 −0.2841 −0.2418
Qzz

d −0.8586 −1.1953 −1.6082 −1.5962 −1.5971
aEach permanent dipole moment pAB

loc is named in the format A−B,
corresponding to the CBV points from atom A to atom B. bNegative
value indicates pointing in the reverse direction of CBV. cDipole
moment relative to the center of mass. dQuadrupole moments along
the principal axes.
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has two types of permanent dipoles: pOH
loc and pHO

loc , while the
RESP-perm-v model has one additional type of permanent
dipole, pHH

loc , corresponding to the virtual CBV between the two
hydrogen atoms. The permanent dipoles pOH

loc and pHH
loc have

negative values, which means they point in the opposite
direction of corresponding CBVs. That is, pOH

loc points from the

oxygen atom against the direction of the hydrogen atom, rather
than the default CBV direction, which points from oxygen
toward hydrogen. Similarly, pHH

loc points from the hydrogen
atom against the direction of the neighbor hydrogen atom,
rather than the default CBV direction toward the neighbor
hydrogen. Figure 1 gives a better illustration of the parameter-

Figure 1. Schematic representation of local frame permanent dipole moments of water molecule fitted with RESP-perm (left) and RESP-perm-v
(right) electrostatic models. The lengths of permanent dipole moments are shown in the scale of their magnitudes. Refer to the text for detailed
descriptions.

Figure 2. Correlation analysis of QM ESPs and ESPs calculated with various electrostatic models for a water molecule, which was fitted with 1874
ESP data points. The dashed line corresponds to a perfect correlation. R is the Pearson correlation coefficient.
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ization results of local frame permanent dipole moments of a
water molecule. It can be observed that the RESP-perm and
RESP-perm-v models produce higher magnitudes of perma-
nent charges than the RESP and RESP-ind models. That is,
they assign values to the charge centers in a more aggressive
way to reproduce QM ESPs. All models assign negative
charges to the oxygen atom and positive charges to the
hydrogen atom, and both the RESP-perm and RESP-perm-v
models assign a large but negative value to permanent dipole
moments pOH

loc . This agrees with the fact that oxygen has a
higher electronegativity than hydrogen.
The RESP-perm model produces the lowest RRMS, with its

RRMS only 19% of that of the RESP model, a factor of more
than 5-fold reduction. The RESP-perm and RESP-perm-v
models also produce molecular dipole moments and quadru-
pole moments with better agreement with the QM moments.
The scatterplots of QM ESPs versus calculated ESPs for water
are shown in Figure 2. The Pearson correlation coefficients of
the RESP-perm and RESP-perm-v models are the highest
among all models, and the RESP-ind model comes next. We
can therefore conclude that electrostatic models with induced
dipoles and permanent dipoles perform better than the RESP
model in terms of all metrics analyzed.
The current RESP-perm-v model enables the virtual bonds

between 1−3 interacting atom pairs. In theory, we can also
enable virtual bonds between 1-4, 1-5, and atom pairs with
even longer distances using a consistent method, giving rise to
higher-level RESP-perm-v models. However, as can be seen
from Table 1 and Figure 2, the virtual bonds in the RESP-
perm-v model do not improve the fitting quality of the water
molecule. In fact, adding too many virtual bonds may lead to
the overfitting problem and is expected to significantly increase
the computational time for both parameterization and MD
simulation processes. For these reasons, parameterization with
the RESP-perm-v model will only be performed for the water
molecule for illustration purposes, and other molecules will
only be parameterized with the RESP, RESP-ind, and RESP-
perm models.
Methanol, Ethane, and Benzene. We next extend our

studies to the molecules methanol (CH3OH), ethane
(CH3CH3), and benzene (C6H6) to see how the parameter-
ization results for these molecules differ from those for water.
Methanol has lower symmetry than water, so it is of interest to
see how electrostatic models parameterize this molecule. As
shown in Table 2, all models assign large negative charges to
the highly electronegative oxygen atom and produce low
RRMS and high correlation coefficients (Figure 3). In terms of
molecular dipole and quadrupole moments, the RESP-perm
model yields the best agreement with QM calculations among
all three models. The results of methanol show the importance
of induced and permanent dipoles for modeling polar
molecules.
In the case of ethane, all models assign positive charges to

hydrogen and negative charges to carbon, as shown in Table 3.
Among the three models, the RESP-ind model assigns charges
with the highest magnitudes, and the RESP model assigns
charges with the lowest magnitudes. Ethane is a nonpolar
molecule, as reflected by the molecular dipole moments
calculated by all three models as well as QM calculations.
However, the RESP-perm model significantly outperforms the
RESP and the RESP-ind models in terms of all other metrics,
including RRMS, quadrupole moments, and correlation
coefficients, making it the only model that gives reasonable

performance. As shown in Figure 3, the ESPs around the
ethane molecule are very close to 0 a.u., with the range
between −0.005 and 0.006 a.u., compared with that of polar
molecules such as water (−0.045−0.04 a.u.) and methanol
(−0.05−0.04 a.u.). The nonpolar nature of ethane makes it
particularly difficult to parameterize, so that models with a high
degree of freedom like RESP-perm perform significantly better
than those with a low degree of freedom.
Table 4 shows the parameterization results, RRMS, and

moments of benzene. Similar to the ethane molecule, benzene
is also a nonpolar molecule, and the molecular dipole moment
was successfully predicted by all three models. The RESP-ind
model again fits charges most aggressively by assigning charges
with the highest magnitudes, and the RESP model fits charges
most conservatively by assigning charges with the lowest
magnitudes. However, unlike the case of ethane, none of the
models perform significantly better in terms of other metrics.
The RESP model yields the lowest RRMS, but it is only 14%
lower than the highest RRMS (given by the RESP-ind model).
All models underestimate the molecular quadrupole moments,
although those given by the RESP-ind model have better
agreement with QM results than those of the other two
models. As shown in Figure 3, the RESP-perm model has the
highest correlation coefficient but is still lower than those for
polar molecules such as water and methanol. Modeling
aromatics such as benzene is therefore also a difficult task,
possibly due to the existence of π orbitals that are located
outside of the two-dimensional plane of the aromatics ring.

NMA, DMP, and Adenine. We next turn to N-methyl
acetamide (NMA), dimethyl phosphate (DMP), and adenine
base. These molecules are chosen as they are common model
compounds for peptides and nucleic acids. Tables 5 and 6
show the charges, RRMS, and moments of NMA and DMP,
respectively, and the permanent dipole moments fitted with
the RESP-perm model are shown in Tables S1 and S2. All
models produce charge sets with consistent signs for NMA.

Table 2. Parameterization Results, RRMS, and Molecular
Dipole/Quadrupole Moments of Methanol Fitted with
Three Electrostatic Modelsa

RESP RESP-ind RESP-perm QM

Charges/a.u.
C 0.1609 0.1008 −0.0763
H (methyl) 0.0194 0.0770 0.1105
O −0.6002 −0.8841 −1.0075
H (hydroxyl) 0.3812 0.5524 0.7524

Permanent Dipole Moments/a.u.
C−H (methyl) −0.0141
H (methyl)−C −0.0068
C−O 0.0158
O−C 0.1071
O−H (hydroxyl) −0.2268
H (hydroxyl)−O 0.0973

RRMS
0.2519 0.1298 0.0801
Dipole Moments/Debye

μ 1.9558 1.7563 1.6786 1.6873
Quadrupole Moments/Debye Angstroms

Qxx 2.2197 2.5574 2.6684 2.6984
Qyy −0.7640 −0.7275 −0.6935 −0.8281
Qzz −1.4557 −1.8299 −1.9749 −1.8703

aSee Table 1 for notation.
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Interestingly, there is significant variation in the atomic charges
of DMP fitted by the three models. For example, the charges
for the central phosphorus (P) range from −0.4188 to 1.1047
a.u. Low RRMS and high correlation coefficients (Figure 4) are
yielded by all models. However, for both NMA and DMP
molecules, the molecular dipole and quadrupole moments
produced by the RESP-ind and RESP-perm models agree
worse to the QM results than those of the RESP model,
indicating the potential overfitting problem for the RESP-ind
and RESP-perm models.
The charges, RRMS, and moments of the nucleic acid base

adenine are shown in Table 7, and the permanent dipole
moments fitted with the RESP-perm model are shown in Table
S3. Among the three electrostatic models, RESP-ind assigns
charges with the highest magnitude to most atoms but results
in the worst RRMS, molecular dipole moment agreement, and
correlation coefficient. On the other hand, the RESP-perm
model yields the lowest RRMS, dipole, and quadrupole

moments with the best agreements and highest correlation
coefficient (Figure 4). Therefore, permanent dipole moments
are necessary components for modeling the adenine molecule.

Amino Acid Dipeptides. PyRESP was designed as the
next-generation parameterization tool for polarizable force field
development, with the aim to replace its ancestor RESP
program.43,44 Amino acids are key molecules for force field
development for biomacromolecules, so we next tested the
program on several amino acid dipeptides, all capped with N-
acetyl (ACE) group at the N-terminal, and N-methylamide
(NME) group at the C-terminal. Selected amino acids include
alanine (hydrophobic amino acid), serine (polar amino acid),
arginine (positively charged amino acid), and aspartic acid
(negatively charged amino acid). Two conformations,
approximating α-helix (ϕ = 300°, ψ = 300°) and antiparallel
β-sheets (ϕ = 240°, ψ = 120°), were used for both single-
conformation and double-conformation fittings. Double-
conformation fittings were performed with intermolecular

Figure 3. Correlation analysis of QM ESPs and ESPs calculated with various electrostatic models for methanol (upper panel), ethane (middle
panel), and benzene (lower panel) molecules. Methanol, ethane, and benzene molecules were fitted with 2654, 2951, and 4130 ESP data points,
respectively. The dashed lines correspond to a perfect correlation. R is the Pearson correlation coefficient.
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equivalencing applied. For single-conformation fittings, we
would like to examine both the differences and consistencies of
the parameterizations between the two conformations, and we
are interested in which electrostatic model can give the best
performance in parameterizing each amino acid. For double-
conformation fittings, it can be expected that they will show
higher RRMS and lower correlation coefficients compared to
single-conformation fittings since the double-conformation
fitting needs to accommodate contributions from both
conformations to reduce conformational dependence.
Tables 8−11 show the RRMS and moments of alanine

dipeptide, serine dipeptide, arginine dipeptide, and aspartic
acid dipeptide, respectively, fitted with both single-conforma-
tion and double-conformation fittings. The charges and
permanent dipole moments are shown in Tables S4−S11.
We first focus on the results for single-conformation fittings.
For uncharged amino acids alanine and serine, the lowest
RRMS is produced by the RESP-perm model for the α-helix
conformation and by the RESP-ind model for the β-sheet

conformation. While for charged amino acids arginine and
aspartic acid, the RRMS consistently decreases in the order of
RESP, RESP-ind, and RESP-perm models for both α-helix and
β-sheet conformations. In addition, most α-helix conformation
fittings give lower RRMS than that of β-sheet conformation,
which might be explained by the fact that amino acids in the α-
helix conformation have higher polarity (larger dipole
moment) than in the β-sheet conformation. A similar trend
was observed in Figures 5 and S1−S3, where the correlation
coefficients for the α-helix conformation are mostly higher than
that of the β-sheet conformation. The correlation coefficients
of single-conformation fittings consistently increase in the
order of RESP, RESP-ind, and RESP-perm models for all
amino acids in both conformations. The molecular dipole and
quadrupole moments show interesting patterns. The RESP-ind
model consistently yields the best agreement with QM
moments for amino acids in the α-helix conformation. On
the other hand, the RESP model yields the worst agreement for

Table 3. Parameterization Results, RRMS, and Molecular
Dipole/Quadrupole Moments of Ethane Fitted with Three
Electrostatic Modelsa

RESP RESP-ind RESP-perm QM

Charges/a.u.
C −0.0254 −0.2148 −0.0723
H 0.0085 0.0716 0.0241

Permanent Dipole Moments/a.u.
C−H −0.0201
C−C 0.0645
H−C −0.0787

RRMS
0.9939 0.8808 0.3490

Dipole Moments/Debye
μ 0.0000 0.0000 0.0000 0.0000

Quadrupole Moments/Debye Angstroms
Qxx 0.0403 0.0457 −0.5761 −0.5050
Qyy −0.0201 −0.0229 0.2881 0.2525
Qzz −0.0201 −0.0229 0.2880 0.2524

aSee Table 1 for notation.

Table 4. Parameterization Results, RRMS, and Molecular
Dipole/Quadrupole Moments of Benzene Fitted with Three
Electrostatic Modelsa

RESP RESP-ind RESP-perm QM

Charges/a.u.
C −0.1123 −0.2464 −0.2227
H 0.1123 0.2464 0.2227

Permanent Dipole Moments/a.u.
C−H 0.0670
H−C 0.0074
C−C −0.0290

RRMS
0.2203 0.2570 0.2432

Dipole Moments/Debye
μ 0.0000 0.0000 0.0000 0.0000

Quadrupole Moments/Debye Angstroms
Qxx 2.2657 2.3738 2.3203 2.6637
Qyy 2.2655 2.3732 2.3199 2.6627
Qzz −4.5312 −4.7470 −4.6403 −5.3264

aSee Table 1 for notation.

Table 5. Charges, RRMS, and Molecular Dipole/
Quadrupole Moments of N-Methyl Acetamide (NMA)
Fitted with Three Electrostatic Modelsa

RESP RESP-ind RESP-perm QM

Charges/a.u.
C1 −0.4202 −0.3524 −0.4778
H1 0.1113 0.1422 0.1347
C 0.6515 1.1283 1.0510
O −0.5297 −0.9953 −0.8081
N −0.4249 −1.1062 −0.5250
H 0.2848 0.6127 0.2715
C2 −0.3419 −0.1267 −0.1219
H2 0.1488 0.1377 0.0687

RRMS
0.1029 0.0812 0.0786

Dipole Moments/Debye
μ 3.8335 3.6657 3.6502 3.8004

Quadrupole Moments/Debye Angstroms
Qxx 3.6515 3.1427 3.4849 3.6815
Qyy −0.7200 −0.3841 −0.6802 −0.7850
Qzz −2.9315 −2.7586 −2.8047 −2.8965

aSee Table 1 for notation.

Table 6. Parameterization Results, RRMS, and Molecular
Dipole/Quadrupole Moments of Dimethyl Phosphate
(DMP) Fitted with Three Electrostatic Modelsa

RESP RESP-ind RESP-perm QM

Charges/a.u.
P 1.1047 0.5525 −0.4188
O1 (O) −0.7411 −0.6776 −0.3424
O2 (−O−) −0.4399 −0.4920 −0.1201
C 0.0553 0.0987 −0.2107
H 0.0244 0.0982 0.1276

RRMS
0.0196 0.0161 0.0117

Dipole Moments/Debye
μ 2.4333 2.4494 2.4635 2.5559

Quadrupole Moments/Debye Angstroms
Qxx 9.2617 7.5526 8.3254 9.0420
Qyy −3.5225 −2.8853 −3.4178 −3.6665
Qzz −5.7392 −4.6673 −4.9076 −5.3755

aSee Table 1 for notation.
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the α-helix conformation but yields the best agreement for the
β-sheet conformation.
Next, we compare the results of double-conformation fittings

with those of single-conformation fittings. Surprisingly, in
contrast to the expectation that double-conformation fittings
will always produce higher RRMS and lower correlation
coefficients compared to single-conformation fittings, the
double-conformation fittings of the RESP-perm model
consistently give lower RRMS and higher correlation
coefficients than those of single-conformation fittings for all
amino acids in both conformations and so is the RESP model
for amino acids in the α-helix conformation. Next, the
molecular dipole and quadrupole moments of double- and
single-conformation fittings are compared. Interestingly, most
double-conformation fittings result in better agreement with
the QM-calculated moments than those of single-conformation
fittings for the α-helix conformation but result in worse

agreements for the β-sheet conformation. In particular, the
RESP-perm model is the only model that improves the
molecular moment qualities for all amino acids in both α-helix
and β-sheet conformations.

■ DISCUSSION AND CONCLUSIONS

We have developed and implemented the PyRESP program for
flexible force field parameterizations with four electrostatic
models: RESP, RESP-ind, RESP-perm, and RESP-perm-v. The
RESP model is a Python implementation of the original RESP
program in the Fortran language.43,44 Compared with previous
ESP-based charge derivation methods,37−39,47,48 the RESP
model reduces the overall magnitude of the charges using a
simple hyperbolic restraining function, which improves the
transferability of fitted charges and reduces the conformational
dependency problem. The RESP-ind, RESP-perm, and RESP-
perm-v models were designed and implemented in a consistent

Figure 4. Correlation analysis of QM ESPs and ESPs calculated with various electrostatic models for N-methyl acetamide (NMA, upper panel),
dimethyl phosphate (DMP, middle panel), and adenine (lower panel) molecules. NMA, DMP, and adenine molecules were fitted with 4159, 4847,
and 5155 ESP data points, respectively. The dashed lines correspond to a perfect correlation. R is the Pearson correlation coefficient.
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manner as the RESP model, with the additional modeling of
atomic induced dipole moments, atomic permanent dipole
moments, and atomic permanent virtual dipole moments,
respectively. The Lagrange constraints as well as the intra- and
intermolecular equivalencing schemes developed in the
original RESP work were also implemented for the latter
three models in PyRESP.
A variety of molecules were tested with various electrostatic

models implemented in PyRESP. All molecules were para-
meterized using the standard two-stage approach proposed by
the original RESP work.43 The 1-2 and 1-3 interactions were

included for all polarizable models, and the pGM damping
function was applied to all electrostatic interactions both to
avoid the polarization catastrophe and to achieve adequate
anisotropic molecular response.33,34,36 It can be observed that
for each molecule, most charges fitted with the RESP-ind
model have a higher magnitude than those of the RESP model.
This is due to the polarization effect among atoms. Taking the
water molecule as an example, the electric field at the position
of the oxygen atom caused by the positively charged hydrogen
atom points outside the molecule along the symmetric axis,
which generates an induced dipole in the same direction. The
dipole generates positive ESP at the outward direction of the
oxygen atom, which cancels out certain amounts of ESP caused
by the negatively charged oxygen atom. To compensate this
effect, a negative charge with a higher magnitude was fitted to
the oxygen atom. On the other hand, the magnitudes of
charges fitted by the RESP-perm model do not show consistent
trend when compared to those of the RESP-ind model. The
charges with the RESP-perm model have higher magnitudes
than those of the RESP-ind model for the water molecule, but
the opposite is true for ethane and benzene molecules. The
magnitude of charges with the RESP-perm model is directly
affected by the directions of induced dipole moments and
permanent dipole moments. If they point in the same
direction, the charge magnitude will increase to compensate
the combined effects of induced and permanent dipole
moments. If they point in opposite directions, the cancel-off
effect of polarization becomes weaker, leading to a lower
magnitude of charges.
Among the molecules tested in this work, the parameter-

izations of the ethane molecule resulted in the highest RRMS
and lowest correlation coefficients. This is not only because of
its nonpolar nature but also because of the fact that it contains
only weak electronegative elements carbon and hydrogen.
Figure 3 shows that the ESPs around the ethane molecule are
very close to 0 a.u., with a range between −0.005 and 0.006
a.u. The low magnitude of ESP makes the parameterization
process sensitive to noise, so that models with a high degree of
freedom like RESP-perm are needed to give reasonable fitting.
Another molecule that none of the models gave satisfactory
performances is benzene, also a nonpolar molecule. The
difficulty in parameterizing benzene likely comes from the

Table 7. Charges, RRMS, and Molecular Dipole/
Quadrupole Moments of Adenine Fitted with Three
Electrostatic Modelsa

RESP RESP-ind RESP-perm QM

Charges/a.u.
N1b −0.7086 −2.0082 −0.0586
C2b 0.4549 1.6084 −0.1038
H2b 0.0770 0.3283 0.0701
N3b −0.7256 −2.5767 −0.1907
C4b 0.6413 2.4364 0.1796
C5b 0.0209 0.0431 0.1477
C6b 0.6856 2.2390 0.4396
N6b −0.9046 −2.2041 −1.4981
HN6b 0.4054 0.7019 0.5695
N7b −0.5608 −1.7370 −0.0397
C8b 0.2693 1.2954 −0.0643
H8b 0.1199 0.4007 −0.1734
N9b −0.5699 −1.9989 −0.3756
HN9b 0.3898 0.7698 0.5283

RRMS
0.1263 0.1661 0.1043

Dipole Moments/Debye
μ 2.5562 2.5856 2.4726 2.4994

Quadrupole Moments/Debye Angstroms
Qxx 12.3287 12.0435 12.5849 12.7410
Qyy −5.7358 −6.0081 −5.6209 −6.0143
Qzz −6.5930 −6.0354 −6.9640 −6.7266

aaSee Table 1 for notation. bThe atom names are from the adenine
obtained from Protein Data Bank (ligand ID: ADE).

Table 8. RRMS and Molecular Dipole/Quadrupole Moments of Alanine Dipeptide (Single and Double Conformations) Fitted
with Three Electrostatic Modelsa

single-conformation fitting double-conformation fitting

conformation RESP RESP-ind RESP-perm RESP RESP-ind RESP-perm QM

RRMS
α-helix 0.0929 0.0551 0.0552 0.0854 0.0602 0.0432
β-sheet 0.1210 0.0852 0.0870 0.1431 0.0939 0.0732

Dipole Moments/Debye
α-helix μ 7.2117 6.9530 6.8602 7.1200 6.9617 6.9060 7.0313
β-sheet μ 0.7805 0.6641 0.6809 0.7759 0.6016 0.6166 0.6963

Quadrupole Moments/Debye Angstroms
α-helix Qxx 8.5529 7.5041 7.4211 8.3689 7.8608 7.9172 8.1763

Qyy −0.8103 0.1479 0.7630 −0.3067 −0.2380 0.1786 0.1868
Qzz −7.7425 −7.6519 −8.1841 −8.0622 −7.6229 −8.0958 −8.3630

β-sheet Qxx 14.6902 14.1491 14.1046 13.8200 14.0687 14.0705 14.9055
Qyy 3.9444 3.4097 3.1843 3.7454 3.4612 3.5775 3.4394
Qzz −18.6346 −17.5588 −17.2889 −17.5654 −17.5299 −17.6481 −18.3449

aSee Table 1 for notation.
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existence of the π orbital lying outside the ring plane, which
cannot be modeled adequately even with the induced and

permanent dipole moments, since they are both located on the
two-dimensional plane. This is an inherent limitation of the

Table 9. RRMS and Molecular Dipole/Quadrupole Moments of Serine Dipeptide (Single and Double Conformations) Fitted
with Three Electrostatic Modelsa

single-conformation fitting double-conformation fitting

conformation RESP RESP-ind RESP-perm RESP RESP-ind RESP-perm QM

RRMS
α-helix 0.1092 0.0583 0.0544 0.1015 0.0638 0.0456
β-sheet 0.1169 0.0719 0.0768 0.1283 0.0800 0.0627

Dipole Moments/Debye
α-helix μ 7.2984 7.0225 6.8966 7.1918 7.0907 6.9997 7.0311
β-sheet μ 1.6728 1.7070 1.6607 1.6197 1.6176 1.6159 1.6838

Quadrupole Moments/Debye Angstroms
α-helix Qxx 4.9007 4.6936 5.0199 4.8222 4.4699 4.6349 4.5426

Qyy 3.1930 3.3143 3.2288 3.3371 3.6943 3.6715 3.9228
Qzz −8.0937 −8.0079 −8.2487 −8.1593 −8.1642 −8.3065 −8.4653

β-sheet Qxx 14.1477 13.2178 13.0126 13.0852 13.1921 13.3675 14.0962
Qyy 6.7942 6.8604 6.8887 6.8816 6.7819 6.7311 6.5504
Qzz −20.9419 −20.0782 −19.9014 −19.9668 −19.9740 −20.0986 −20.6466

aSee Table 1 for notation.

Table 10. RRMS and Molecular Dipole/Quadrupole Moments of Arginine Dipeptide (Single and Double Conformations)
Fitted with Three Electrostatic Modelsa

single-conformation fitting double-conformation fitting

conformation RESP RESP-ind RESP-perm RESP RESP-ind RESP-perm QM

RRMS
α-helix 0.0236 0.0163 0.0133 0.0256 0.0176 0.0129
β-sheet 0.0185 0.0164 0.0148 0.0226 0.0177 0.0128

Dipole Moments/Debye
α-helix μ 24.6060 24.6416 24.5407 24.5512 24.5354 24.4555 24.4666
β-sheet μ 17.0782 17.2996 17.2833 17.2463 17.4137 17.4077 17.0905

Quadrupole Moments/Debye Angstroms
α-helix Qxx 70.9219 71.3031 71.9070 70.4120 71.3074 71.3896 71.3708

Qyy −26.1898 −25.8375 −26.0332 −25.4176 −25.5352 −25.5844 −25.8057
Qzz −44.7321 −45.4656 −45.8738 −44.9944 −45.7722 −45.8052 −45.5651

β-sheet Qxx 79.1043 79.2100 79.3335 79.4498 79.1450 79.5268 79.4586
Qyy −27.5596 −28.3617 −28.3538 −28.8008 −28.7891 −28.5127 −27.9418
Qzz −51.5447 −50.8484 −50.9797 −50.6490 −50.3559 −51.0142 −51.5168

aSee Table 1 for notation.

Table 11. RRMS and Molecular Dipole/Quadrupole Moments of Aspartic Acid Dipeptide (Single and Double Conformations)
Fitted with Three Electrostatic Modelsa

single-conformation fitting double-conformation fitting

conformation RESP RESP-ind RESP-perm RESP RESP-ind RESP-perm QM

RRMS
α-helix 0.0238 0.0159 0.0126 0.0232 0.0164 0.0118
β-sheet 0.0253 0.0156 0.0134 0.0259 0.0162 0.0125

Dipole Moments/Debye
α-helix μ 10.1754 9.8314 9.8469 10.0132 9.7958 9.8477 9.9939
β-sheet μ 9.3896 9.2885 9.2847 9.5458 9.3331 9.2629 9.4228

Quadrupole Moments/Debye Angstroms
α-helix Qxx 21.5346 22.1268 22.4423 21.8971 22.0499 22.4577 22.6697

Qyy 16.9975 16.1860 15.7439 15.9289 16.2698 16.0475 16.3449
Qzz −38.5321 −38.3128 −38.1862 −37.8260 −38.3197 −38.5053 −39.0145

β-sheet Qxx 27.8352 26.9809 26.9421 27.8597 26.9899 27.0867 27.8433
Qyy −4.5477 −3.2223 −3.2344 −4.3845 −3.0961 −3.2715 −3.5950
Qzz −23.2874 −23.7587 −23.7077 −23.4752 −23.8938 −23.8152 −24.2483

aSee Table 1 for notation.
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current model, which may be improved by adding additional

fitting centers outside the aromatic ring or by fitting permanent

quadrupole moments in addition to permanent charges and

dipoles. Therefore, modeling aromatic molecules remains a

challenge even for polarizable force field developments.

The RESP-perm model has a higher degree of freedom than
the RESP and RESP-ind models due to the addition of
permanent dipole moments; the addition of virtual bonds
increases the degree of freedom for the RESP-perm-v model
even further. For most molecules tested here, the parameter-
izations with the RESP-perm/RESP-perm-v models resulted in

Figure 5. Correlation analysis of QM ESPs and ESPs calculated with various electrostatic models for alanine dipeptide using single- and double-
conformation fittings. First row: α-helix conformation fitted with single conformation; second row: α-helix conformation fitted with double
conformation; third row: β-sheet conformation fitted with single conformation; and fourth row: β-sheet conformation fitted with double
conformation. The α-helix conformation was fitted with 6292 ESP data points, and the β-sheet conformation was fitted with 6460 ESP data points.
The dashed lines correspond to a perfect correlation. R is the Pearson correlation coefficient.
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lower RRMS, higher correlation coefficients, and molecular
moments agree better with QM calculations. However, the
quadrupole moments of methanol, NMA, and DMP molecules
fitted by the RESP-perm model clearly agree worse with QM
results than those fitted by the RESP model. This raises the
concern of the overfitting problem when the model degree of
freedom is so high that noise starts to diminish fitting accuracy,
leading to the deteriorated overall fitting quality. Among the
metrics used here to evaluate models, the RRMS and
correlation coefficients are highly correlated with the objective
function to be minimized in eq 13, so that low RRMS and high
correlation coefficients are not reliable enough to eliminate the
concerns of overfitting. Therefore, while performing molecule
parameterizations using electrostatic models with a high degree
of freedom, it is critical to inspect the final molecular dipole
and quadrupole moments to determine if the overfitting
occurred.
We tested several amino acid dipeptide molecules using both

single- and double-conformation fittings. The α-helix (ϕ =
300°, ψ = 300°) and antiparallel β-sheet (ϕ = 240°, ψ = 120°)
conformations were selected since they are two of the most
frequently found conformations for amino acids in proteins,
and they represent considerably different electrostatic proper-
ties (e.g., notably different dipole moments). For single-
conformation fittings, the RESP-ind model consistently yields
the best agreement with QM moments for amino acids in the
α-helix conformation, while the RESP model yields the best
agreement for the β-sheet conformation. The RESP-perm
model that has the highest degree of freedom shows the lowest
RRMS and highest correlation coefficients but does not
outperform other models in terms of reproducing QM
molecular moments. Double-conformation fittings were
expected to have poorer performances than those of single-
conformation fittings. Surprisingly, double-conformation fit-
tings with the RESP-perm model consistently show better
overall performances than the single-conformation fittings for
amino acids in both conformations, as illustrated by the lower
RRMS, higher correlation coefficients, and moments agree
better with QM results. This shows that the double-
conformation fittings are necessary for amino acids fitted
with the RESP-perm model. For future polarizable force field
parameterizations, more conformations are expected to be
included to further reduce conformational dependence of the
parameters.
In conclusion, the PyRESP program developed here is a

flexible, efficient, and user-friendly tool that is recommended
for parameterizations of various additive and polarizable force
fields. PyRESP has been released as an open-source software
within AmberTools 2022 under the GNU General Public
License, available for download from http://ambermd.org/52.
Documentation and tutorials will also be made available on the
Amber website. Alternatively, the standalone version of
PyRESP with the latest updates is available through https://
github.com/ShijiZ/PyRESP.
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